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Abstract—Graph applications are common in scientific and enterprise computing. Recent research studies used graphics processing units (GPUs) to accelerate graph workloads. These applications tend to present characteristics that are challenging for single instruction multiple data (SIMD) computation. To achieve high performance, prior work studied individual graph problems, and designed device-specific algorithms and optimizations to achieve high performance. However, programmers have to expend significant manual effort, packing data and computation to make such solutions GPU-friendly. Usually, they are too complex for regular programmers, and the resultant implementations may not be portable nor perform well across platforms.

To address these concerns, we present a library of software building blocks, BelRed which allows programmers to build GPGPU graph applications with ease. BelRed is based on the prior research of graph algorithms in linear algebra, and is implemented and optimized for the GPU platform. BelRed currently is built on top of the OpenCL framework. It consists of fundamental building blocks necessary for graph processing. This paper introduces the library and presents several case studies on how to leverage it for a variety of representative graph problems. We evaluate application performance on an AMD GPU and investigate optimization approaches to improve performance.

I. INTRODUCTION

Recent research efforts have advanced GPU computing into the areas of SIMD-unfriendly workloads [3], [4], [6], [13], [25], [37]. Graph applications are an emerging set of such irregular workloads. They have been applied in social network analysis, knowledge discovery, business analytics, infrastructure planning and engineering simulation. Graphs with millions of vertices and edges are common. Most prior GPGPU research took problem-specific approaches for parallelization and optimizations of individual problems. These advanced techniques usually are not intuitive for regular programmers because significant effort is needed to restructure SIMD computation and memory accesses. Ideally, programmers need an easy way to program graph applications while achieving high-performance and good portability.

This paper resolves these issues by developing and fine-tuning a set of building blocks shared by many important graph algorithms for GPUs. Inspired by the prior work, we adopt the concept and development of graph algorithm research in the linear-algebra language [2], [16], [23], and optimize them for the GPU. Though there could be alternative abstractions for solving graph problems [20], [21], [34], primitives designed in linear algebra are promising to map relatively well to SIMD architectures with optimizations. Understanding graph building blocks for GPUs and how to use them to construct diverse applications are not sufficiently covered by prior work. This paper makes several contributions:

• We present the BelRed framework and current set of supported API and building blocks (e.g., diverse sparse-matrix and vector operations). We present their GPU parallelization and optimization.
• We demonstrate several representative graph applications and their GPU implementations with BelRed.
• We show performance benefits of our applications on an AMD discrete GPU. We study performance implications of data layouts and access patterns.

II. BELRED

BelRed is a library framework consisting of diverse and optimized functions necessary for programming irregular graph applications on GPUs. The goal is to allow GPU programmers to leverage the API to construct their applications flexibly without significant knowledge of GPU architectural features. The actual API implementation is transparent to programmers. BelRed is based on sparse-matrix and vector operations in linear algebra [16], and supports diverse graph formats and data structure layouts for sparse matrices. The current API is built on top of OpenCL, but can be extended to any programming model (e.g., C++, CUDA, Python, or Matlab). It is not restricted to GPU uses and thus implementations can target any computer architecture or dedicated hardware.

A. API Functions

Table I shows a subset of sample API functions and their descriptions (see Figure 1 for a graphical representation). We use $U$, $u$ and $v$ to denote a 2-D matrix, a vector, and a scalar element respectively. The programmers can call these functions on the host. This is by no means a complete list for graph processing; BelRed is extensible to support other operations, and each function may be extended to different variants with replacement of other operators (e.g., $\times, +, \min$). For example, OuterSum may have a variant of OuterProduct. Similarly, $\min, +$ may have a variant of $\max, +$. It may also be useful to provide user-defined functions to define specific operations on given matrices or vectors. The works [2], [23] proposed other primitives, which may be useful to include in the future.
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**TABLE I**

<table>
<thead>
<tr>
<th>API</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \vec{u} = \text{SpMV}(M, \vec{v}) )</td>
<td>sparse-matrix vector multiplication</td>
</tr>
<tr>
<td>( \vec{u} = \text{MinDotAdd}(M, \vec{v}) )</td>
<td>the min. + operation</td>
</tr>
<tr>
<td>( \vec{u} = \text{SegReduc}_{\text{Op}}(M) )</td>
<td>segmented reduction. ( \text{Op} = +, &amp; ), min...</td>
</tr>
<tr>
<td>( \vec{U} = \text{OuterSum}(\vec{v}, \vec{w}) )</td>
<td>the outer sum operation</td>
</tr>
<tr>
<td>( \vec{u} = \text{ElemWise}_{\text{Op}}(\vec{v}, \vec{w}) )</td>
<td>element-wise operations. ( \text{Op} = +, &amp; ), min...</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>BelRed Functions</th>
<th>Data Structure Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpMV, min.+, and SegReduct.Op</td>
<td>CSR, COO and ELL</td>
</tr>
<tr>
<td>OuterSum and ElemWise.Op</td>
<td>2-D array and vector</td>
</tr>
</tbody>
</table>

**B. Data Structure Layout and Graph Inputs**

The BelRed framework supports diverse data structures internally to store graphs for different usages. Different algorithms and traversal patterns may prefer different memory layouts for different graphs. These include the compressed sparse row (CSR), coordinates list (COO) and ELLPACK (ELL) formats to store sparse graph structures (e.g., in Bellman-Ford, Maximal Independent Set, Coloring and PageRank). Table II lists the BelRed functions and the associated data structures they support currently. Future BelRed development will extend the framework to richer data structures (e.g. diagonal and hybrid formats).

BelRed includes support for widely used graph formats: DIMACS Challenge [5], METIS [26] and Matrix Market [22] formats. The library contains utility routines to parse graph inputs stored in these formats. The inputs used in this study were chosen from DIMACS Implementation Challenges [5], University of Florida Sparse Matrix Collection [36]. GIG-Graph [28] was used to generate random graphs.

**III. Graph Building Blocks**

In this section, we present some key operations and functions in the BelRed API. Each function is implemented and optimized for the GPU and can be called in a GPU program. Figure 1 shows the graphical representation of sample operations. 2-D matrices in the figure can be represented in compact sparse formats.

**A. SpMV**

Sparse matrix-vector product (SpMV) is a computational kernel that is critical to many scientific and engineering applications. Figure 1 (a) is a graphical view of SpMV. SpMV-type operation is a natural fit for graph applications in which vertices have data exchanges with their neighbors. For example, SpMV can be used to expand the neighbor list (e.g., in breadth-first search [16]). Also, SpMV can be modified with other operators to meet different purposes. For instance SpVisit can be defined by substituting \( \times \) and \( + \) in the inner loop with \( \text{min} \). There can be multiple GPU implementations for SpMV. The outer loop of SpMV can be unfolded such that each GPU thread is responsible for processing one row. An alternative is that each wavefront is responsible for one row. In this case,
in-wavefront parallel reduction is needed to calculate the sum. Prior studies [1], [32] demonstrate approaches to optimize SpMV operations for GPUs. It is one of the useful building blocks for graph processing.

B. min.+

\[ M_{\text{min.}+} = \{ \min(M(i, j) + \vec{w}(j)) : 1 \leq j \leq N \} \]

The min.+ operation is another important programming primitive for graph processing [16]. Comparison of vertex value is a common operation in shortest-path and graph-partitioning algorithms. For each row in the adjacency matrix and a dense vector, min.+ sums each pair of two elements in the row and vector, and then performs a reduction with a min operation across all pairs. Figure 1(b) is a graphical representation of the min.+ operation. We have three versions of kernel implementations for CSR, COO and ELL. For instance, for ELL each thread is responsible for one row. The ELL matrix is stored in a column-major order with additional padding. This helps improve memory coalescing when multiple threads in a wavefront access data elements in cache simultaneously. Also, there is no divergent branch but with additional redundant computation.

C. Element-wise Operations

Element-wise matrix-matrix operations take two matrices and generate a result matrix with an operator (e.g., \( \times, +, \min \)) applied on each pair of elements from two matrices. To implement element-wise GPU operations, each thread is assigned to compute each position in parallel. Element-wise vector-vector operations are also very common in many graph algorithms. For instance, an algorithm may decide which vertices are active or inactive. Figure 1(d) is graphical view of an AND operation which will be useful for this case. GPU implementations of these operations seem to be straightforward with threads processing different regions of an array or vector. But the performance will be sub-optimal if inappropriate parameters are chosen, such as OpenCL workgroup size and the amount of work (data chunk in bytes) assigned for each workitem. BelRed relieves programmers from dealing with device-specific tuning with a high-level API.

D. Segmented Reduction

Segmented reduction calculates a vector with each element calculated by reducing the elements in a segment of the vector (e.g., each segment can represent a row in a sparse matrix). One useful operation in many graph partitioning problems is to compare the values of all the vertices in a row and calculate the maximum or minimum. For example, given a 2-D adjacency matrix \( \text{SegReduce}_\text{Min} \) produces a vector with each element being the minimum of the elements in each row (see Figure 1(c)).

E. Outer Sum

The outer sum operation calculates an \( m \times n \) matrix using two 1-D vectors as inputs, with a size of \( m \) and \( n \) respectively. It is useful for calculating all-to-all relationship. Figure 1(e) shows the outer-sum operation in which for a 2-D matrix \( M \) and two vectors \( \vec{v} \) and \( \vec{w} \), the element \( M(i, j) \) is the sum of \( v(i) \) and \( w(j) \) where \( i \in [1, m] \) and \( j \in [1, n] \). For a GPU implementation, an \( m \times n \) 2-D ND-Range is configured to launch an OpenCL kernel. All the points in the computation domain mapped to 2-D indices can be processed concurrently. The Floyd-Warshall algorithm, which computes all-pairs shortest-paths (APSP) for a graph, includes an operation similar to outer sum.

F. Other Building Blocks

Prior studies investigated other basic building blocks for irregular applications. Our work is complementary to their efforts. One famous example is a set of scan primitives developed by Sengupta [30]. They implemented the classic scan and segmented-scan operations for GPUs. Merrill et al. [25] developed a highly optimized Breadth-First algorithm with prefix-sum. Bolt C++ [18] and Thrust [19] implemented a GPU API similar to the C++ standard template library (STL). Our work is designed uniquely for graph processing.

IV. GRAPH ALGORITHMS WITH BELRED

In this section, we present several case studies to show the usage of BelRed to program diverse graph applications. We choose these applications because they are critical routines for many larger graph applications and it is easy to demonstrate the use of the API.

A. PageRank

PageRank (PRK) is an algorithm to calculate probability distributions representing the likelihood that a person randomly clicking on links arrives at any particular page. In PageRank, each GPU thread can expand the neighbor list of a vertex and atomically adds the associated PageRank amount \( \frac{PgRankVal}{num\text而出going edges} \) to each neighbor in the neighbor list [6]. With the BelRed API, this step can be substituted with a SpMV operation on the GPU. A transposition is first performed so that the ith row of the new matrix represents the information for all the vertices which have an outgoing edge to the ith vertex. Then the algorithm goes into the main loop, launching SpMV, which is followed by an update kernel to calculate PageRanks. The update kernel is written by the user and finalizes the PageRank value for each vertex at the end of an iteration. This follows the equation \( \text{PageRank[tid]} = (1 - d) / \text{num\text{vertices}} + d \times \text{PageRank[tid]} \), where \( d \) is a damping factor (0.85 in our study) and \( tid \) is the GPU thread id.

B. Bellman-Ford

The SSSP algorithm is a common subroutine in various graph applications. Given a user-specified source vertex, the algorithm searches the shortest path between the source vertex and all the other vertices in the graph. In this study, we use the Bellman-Ford algorithm [3], [11] to solve the single-source shortest path problem. The core of the algorithm is performing the min.+ operation on a matrix \( M \) and a vector
\( \vec{w} \) on the GPU. The vector \( \vec{w} \) stores the shortest distances of all the vertices to the source. The source vertex \( i \) in \( \vec{w} \) is initialized to 0 (i.e., zero distance to itself), while all the other vertices are initialized to a \( \infty \) value (i.e., a big integer). \( \vec{w}' = M_{\text{min}} + \vec{w} \) produces the shortest distances for all the vertices directly connected to the source at the end of the first iteration. Similarly, \( \vec{w}'' = M_{\text{min}} + \vec{w}' \) produces the shortest distances after traversing two layers of vertices from the source. The same process repeats until convergence. A check_convergence GPU kernel following \( \text{min} + \) in the main loop is used to determine program termination.

C. Coloring

Graph coloring (CLR) partitions the vertices of a graph such that no two adjacent vertices share the same color. We use an algorithm similar to that used in prior work [15]. In the initialization step, each vertex is labeled with a random integer value. Each iteration labels a set of vertices with one color. For each vertex, a GPU thread compares its vertex value with that of its neighbors. If the value of a given vertex happens to be the largest (or smallest) among its neighbors, it labels itself with the color of the current iteration. The algorithm converges when all vertices are colored. In fact, the step of determining whether a vertex is a local maximum or minimum can leverage Floyd-Warshall (FW) solves the all-pairs shortest paths (APSP) problem. This problem can be solved in a manner of dynamic programming in 2-D matrix operations [13]. In our implementation, a 2-D distance array is used to keep track of the shortest distances from all possible sources to all possible destinations. Floyd-Warshall can be broken into two major BelRed operations. The first is an outer sum on the GPU calculating an \( n \times n \) matrix with two \( n \)-wide vectors as inputs. The second is a parallel element-wise \( \text{min} \) operation on the GPU applied on each pair of elements from two 2-D matrices \( M_1 \) and \( M_2 \). Each element in the result matrix is be calculated with \( \text{min}(M_1(i, j), M_2(i, j)) \), \( (i, j \in [1, n]) \).

V. Experimental Setup

In this paper, the experimental results are measured on real hardware using an AMD Radeon HD 7950 (Tahiti) discrete GPU. The AMD Radeon HD 7950 features 28 GCN CUs with 1792 processing elements running at 800 MHz with 3 GB of device memory. We compare the results to those obtained from four CPU cores on an AMD A8-5500 with a 3.2-GHz clock rate and 2 MB L2 cache. We use AMD APP SDK 2.8 with OpenCL 2.1 support. AMD APP Profiler v2.5 is used to collect profiling results. In addition, this study is restricted to cases when the working sets of applications do not exceed the capacity of the GPU device memory. We leave graph partitioning for multi-node processing for future work.

VI. Results

A. Performance Improvement

We calculate performance speedups by running applications on a AMD Radeon HD 7950 discrete GPU, and comparing them to running applications on four CPU cores of an AMD A8-5500. We focus on the main computation part, and exclude I/O and graph parsing. For the AMD Radeon HD 7950, we include the PCI-E data-transfer overhead when calculating speedups. Figure 2 shows the speedups for all the applications using different inputs. The arithmetic mean of speedups for all the program-input pairs is approximately \( 4 \times \). Application performance is also input-dependent (i.e., graph structures). Maximal Independent Set achieves only a 10% performance improvement due to combined factors of in-loop CPU computation and kernel-call overhead. It also has opportunity for additional GPU offloads. Future work will compare BelRed performance to the hand-tuned application implementations.

In addition programming of these applications become easier with BelRed library functions. The benefit mainly comes from the fact that programmers are relieved from developing GPU kernels optimized for a particular device (40–200 lines of code for our kernels for different applications).

1) Kernel Launching: Our BelRed API encapsulates common functionality into well-defined functions for reuse, productivity and maintainability. However, the cost of maintaining modularity is the possibly resultant overhead of GPU kernel call invocation and extra device-memory accesses. Therefore, an application implemented with BelRed may launch more kernel calls than a version otherwise implemented with cross-function optimizations and thus fewer kernels. For instance, the two BelRed kernels in Floyd-Warshall actually can be merged into a big kernel instead of using the BelRed API. This leads to about \( 2 \times \) slow-down of the BelRed version. Thus, GPU vendors may focus on reducing the cost associated with kernel launching. Recently AMD proposed Heterogeneous System Architecture (HSA) [14], supporting low-overhead
user-space queuing on the GPU side; HSA may help address this concern, benefiting library designers. In addition, because of kernel division, extra global memory write and read may be needed between kernels to pass the intermediate results from one kernel to another.

B. Data Layouts and Accesses

We consider three popular data layouts for sparse-graph storage—COO, CSR, and ELL. Each structure has its unique advantages when solving different problems. COO and CSR are more general and flexible formats than ELL. Compared to ELL, they also require less memory capacity to store graphs and sparse matrices. On the other hand, for GPU processing, the ELL format (similar to the diagonal format) generally is more efficient, especially for structured or semi-structured graphs. For unstructured graphs, sometimes COO or CSR is preferable given the limited GPU memory capacity. Discussions on different data structures and their implications to GPU performance can be found in prior research [1], [32].

We develop multiple versions of GPU kernels for SpMV, min.,+ and other operations to process graphs stored in different data structures. For instance, we apply some techniques from prior work [1], [32] to improve performance of sparse-matrix operations. Also, for min.,+ and segmented reduction, we optimize codes to take advantage of the per-SIMD scratchpad memory (local data share in AMD GPUs) to perform parallel addition and min operations. We also organize the data layout of ELL into column-major layout with padding to remove divergence. This organization allows better memory coalescing without load imbalance but at the cost of redundant computation. We use the SpMV operation as an example for result demonstration. Figure 3 reports execution times in CSR, COO, and ELL over a variety of graph inputs. As shown in the figure, performance depends on different layout-input pairs.

Though ELL is good for many graph inputs, for coAuthor and Wikipedia, the points for the ELL format are missing; the available OpenCl buffer is not big enough to hold the working sets for these two problems, because ELL requires much padding capacity for unstructured graphs.

Combinatorial BLAS [2] is graph library offering a powerful set of linear algebra primitives for graph analytics. Graph BLAS [23] is a recent effort of defining standard linear-algebra building blocks for graph processing. The area of research on graph algorithms in linear algebra is documented in the work by Kepner and Gilbert [16]. Our work is unique in that we target a practical implementation for the GPU architecture also with several workloads as case studies.

Prior benchmarking efforts (e.g. the Rodinia [7], Parboil [33], and SHOC [9] frameworks) included and evaluated only a few graph or tree-based algorithms. Burtscher et al. [3] performed a quantitative study of irregular programs on GPUs. Pannota [6] is a recent work on developing and characterizing graph algorithms specifically on the GPU platform. Other works studied how to accelerate graph algorithms efficiently on GPUs. Harish et al. [13] parallelized several graph algorithms on the GPU. Merrill et al. [25] proposed an optimized breadth-first search implementation with prefixsum on both single and multiple GPU nodes. Burtscher et al. [4] presented an efficient CUDA implementation of a tree-based Barnes-Hut n-body algorithm. Other works studied GPU acceleration for connected component labeling [29], minimum-spanning tree [37], B+tree searches [8] and so on. All these works are problem-specific solutions. In contrast, we focus on programming abstractions and GPU library construction.

Several researchers built libraries of parallel graph algorithms for CPUs. These include the Parallel Boost Graph Library [35], the SNAP library [31], and the Multi-threaded Graph Library [27]. Other works studied graph algorithms on big machine clusters and followed a “think-like-a-vertex model”. For example, Pregel [21] is a system to process large-scale graphs. Giraph [34] is an open-source implementation of Pregel. The GraphLab [20] framework is a MapReduce-like API and framework designed for data mining with optimizations for graph algorithms. GraphChi [17] is a disk-based system for processing large graphs by breaking graphs into small parts and using a parallel-sliding window method. Galois [12] is system which can be used to build graph applications. STINGER [10] is a framework designed for high-
VIII. CONCLUSIONS AND FUTURE WORK

Graph applications are a set of emerging workloads used in data analytics, social networks and web analysis. It is important to understand and improve their performance on GPUs and other manycore architectures. Programming irregular graph algorithms tends to be a challenge for GPU programmers. This paper presents a library, BelRed including GPU implementations of common linear-algebra building blocks for graph processing. We demonstrate that diverse graph algorithms can be accelerated on the GPU built with BelRed. In addition, applications maintain good code portability across platforms. One benefit is that programmers are relieved from writing error-prone, device-specific GPU kernels. Instead, programmers can focus on high-level algorithm design.

Future directions for BelRed include: adding support for more API functions; evaluating these building blocks for more graph applications; supporting more graph formats and data structures; optimizing, tuning and characterizing BelRed (e.g., SIMD utilization and memory efficiency) on various platforms including APUs, GPUs and other types of architectures; studying the extension of this framework to multiple machine nodes; and understanding the cost of programming effort vs. performance benefit.
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