Abstract – The need to debug hybrid parallel programs on heterogeneous accelerator clusters opens a new set of challenges for concurrently managing the processes and threads at node and accelerator levels. Currently, there exist open source debuggers for traditional HPC clusters, which support debugging of multi-node parallel programs. At present, debugging at the accelerator level is handled through language-specific debuggers provided by the device manufacturers. It is desired that a standards based debugger for hybrid parallel programs should support multiple-languages, multiple devices, ease of use, scalability, and portability. However, currently there is no open-source standardized debugger for hybrid parallel programs on heterogeneous multi-accelerator clusters. The authors in this paper survey the existing debugger solutions for multi-level hybrid parallel programs. The authors in this paper bring out the challenges involved in developing a standardized open source debugger based on GDB, for heterogeneous accelerator clusters and present the features of a debugger on heterogeneous multi-accelerator clusters.
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I. INTRODUCTION

The petascale computing systems[1], like Tianhe-2[2] of National University of Defense Technology, China, Titan[3] of Oak Ridge National Laboratory, USA and Sequoia[4] of Lawrence Livermore National Laboratory, USA, contain general purpose graphics processing units (GPGPU) which offer vast SIMD parallelism. Petascale applications[5] spawn thousands of processes and threads on these hybrid systems to solve large scientific problems. The distribution of computation and data among the processes and threads, along with the communication among them, makes it challenging to design and develop High Performance Computing (HPC) applications. Ensuring the correctness of the HPC application is very important to deliver proper and efficient solution to scientific problems. High performance debugging[6, 7] is always an active area among the HPC researchers, due to the important role of debugger software in assisting HPC application developers. Hence, it is very important to have an open source debugger for the benefit of the academic and research communities.

The hybrid HPC applications are written using multiple paradigms such as MPI, OpenMP and OpenCL, and execute on the multicore CPUs as well as the accelerator cores in the heterogeneous accelerator cluster. A debugger for such applications should be capable of handling the coordinated execution of huge number of processes and threads across CPUs and accelerators.

The authors in this paper present their research findings and challenges, in an attempt to develop an open source debugger for heterogeneous architectures[8, 9] under the Hybrid Computing project[10]. The authors also discuss the relevance and approach for extending the popular sequential debuggers, GDB and LLDB, as hybrid program debuggers.

The paper is organized as follows: In Section II, the authors present the procedure of debugging hybrid multi-level parallel programs on heterogeneous accelerator cluster; Section III presents the survey of existing High Performance Debugging solutions. Section IV presents the status of high performance debugging. In Section V the authors discuss about the open source debugger for heterogeneous accelerator clusters. The Section VI describes about extending GDB to accelerator level debugging. The challenges of using GDB for OpenCL debugging are captured in VII. In Section VII, workarounds for multi-level hybrid parallel program debugging are explained; followed by conclusion in Section IX.

II. DEBUGGING MULTI-LEVEL HYBRID PROGRAMS

A. Multi-level Hybrid Parallel Programming

A hybrid parallel program[11, 12] shall have a hierarchical multi-granularity parallelism at - i) node/core level and ii) accelerator level. Fig. 1 depicts a typical multi-level hybrid parallel program running on different nodes and in turn on different compute elements in the node. It contains multiple programing paradigms which execute on heterogeneous compute elements. Hence, the hybrid parallel programs have several hundreds of threads executing simultaneously on multiple cores; and each thread will be working with a different variable. In such a program, the code that runs on CPUs is termed as Host Code, and the one that runs on accelerators is termed as Device Code. Accelerators require target specific program paradigms such as OpenCL/ CUDA[13,14] to execute the parallel section (referred to as kernel) on the devices. Shared memory paradigms like OpenMP[15] facilitate the utilization of processor cores on a single node, and usually Message Passing Interface (MPI)[16] plays a key role in coordinating the computation and communication among
the concurrent execution of multiple processes within and across multiple computing nodes in a HPC cluster.

The GPU programming follows a push-pull model, where the data meant for kernel execution will be pushed to the memory accessible by the accelerators for feeding to the computing cores inside the accelerator device. And, upon completion of kernel computation the output data is pulled from the GPU device memory to the CPU host memory area where the concurrent processes have access. These accelerator specific data transfers are carried out by the Application Programming Interfaces (APIs) exposed by the accelerator device vendors (such as NVIDIA, AMD), or the programming paradigms supported on specific GPU devices.

B. Challenges of Debugging Multi-level Hybrid Parallel Programs on Heterogeneous Accelerator Cluster

Debugging a multi-level hybrid parallel application is a challenging task as the conventional debugging operations used in sequential applications should also be available to each parallel thread of execution [17]; and the most effective way is to have debugger software that allows the programmer to debug at the scale of the thread [18].

In order to give a better understanding of a debugger for heterogeneous accelerator cluster, the authors start by describing traditional cluster program debugger and then extend the discussion to debugging multi-level hybrid parallel program on a heterogeneous accelerator cluster.

The typical approach for debugging traditional CPU-only cluster parallel programs, that have many processes executing in parallel, is to have a separate debugger instance attach to each processes that needs to be debugged [19]. A separate debug agent will coordinate the debugging instructions from a unified interface to the user(s) and the debugging instances.

In the Fig. 2, P1 to P4 are the processes participating in the parallel program, on a computing cluster. If the user wishes to debug two processes P1 and P2, then separate instances of the debugger (G1 and G2) are attached to them, and the debug agent co-ordinates the commands instructed by the user through the debugging command server. This is the conventional approach for a multi-process parallel application debugging on a cluster [20].

For a hybrid program on accelerator cluster, the debugger should be extended further to debug the threads which execute on the accelerators. Fig. 3 shows the processes and threads executing on a heterogeneous multi-accelerator cluster. Once the kernel function starts to execute in the GPU cores, the debugger should be able to attach to a desired thread (of execution) and step through the instructions of the kernel function.
III. SURVEY OF DEBUGGERS

While there have been significant efforts in developing debuggers for cluster level massively parallel programs [21, 22] and while most of the accelerator card manufacturers are providing debuggers to debug GPGPUs [23,24], there are no open source debuggers for a multi-level hybrid parallel program on a heterogeneous accelerator cluster. Table I gives a detailed comparison of the features of various debuggers. It can be inferred from Table I, that there are no single debugger to debug hybrid parallel programs on a heterogeneous multi-accelerator cluster.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Debugging support for CPU</th>
<th>Debugging support for Accelerator</th>
<th>Extendibility</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDB [23]</td>
<td>Host code, OpenMP, MPI</td>
<td>Does not support either CUDA or OpenCL</td>
<td>Can be extended to new devices</td>
<td>Open Source – GNU Project</td>
</tr>
<tr>
<td>DDT [24]</td>
<td>Host code, OpenMP, MPI</td>
<td>Supports CUDA but not OpenCL</td>
<td>The base debugger being GDB, DDT can be extended to architectures supported by GDB</td>
<td>Allinea</td>
</tr>
<tr>
<td>TotalView [25]</td>
<td>Host code, OpenMP, MPI</td>
<td>Supports CUDA but not OpenCL</td>
<td>The backend debugger is proprietary</td>
<td>Rogue Wave</td>
</tr>
<tr>
<td>CUDA-GDB [28]</td>
<td>Host code, OpenMP, MPI</td>
<td>Supports CUDA but not OpenCL</td>
<td>Extended from GDB</td>
<td>Open Source maintained by NVIDIA</td>
</tr>
<tr>
<td>gDebugger [30]</td>
<td>Host code</td>
<td>Supports OpenCL, No CUDA support</td>
<td>Proprietary of Graphics Remedy</td>
<td>Rogue Wave</td>
</tr>
<tr>
<td>CodeXL [31]</td>
<td>Only Host Code</td>
<td>Supports OpenCL only on AMD, No CUDA support</td>
<td>Proprietary of AMD</td>
<td>AMD</td>
</tr>
<tr>
<td>PGDBG [32]</td>
<td>Host Code, OpenMP, MPI, Support CUDA-x86</td>
<td>Does not support either CUDA or OpenCL</td>
<td>Proprietary of PGI</td>
<td>PGI</td>
</tr>
<tr>
<td>NSIGHT [33]</td>
<td>Host code, OpenMP, MPI</td>
<td>Supports CUDA but not OpenCL</td>
<td>Proprietary of NVIDIA</td>
<td>NVIDIA</td>
</tr>
<tr>
<td>DIViA [34]</td>
<td>Host Code, OpenMP, MPI</td>
<td>Does not support either CUDA or OpenCL</td>
<td>The backend being GDB, it can be extended to architectures supported by GDB</td>
<td>C-DAC</td>
</tr>
</tbody>
</table>

IV. DEBUGGING STANDARDS

A. High Performance Debugging Forum (HPDF) Recommendations

A lot of work has been done in 1990s and early 2000s in the areas of high performance debugging and its standards. In 1998, High Performance Debugging Forum constituted by open source community experts brought the standards [6] for Higher Performance Debugger (HPD). But, there has been no effort in the last decade to address the standardisation of high performance debugging involving accelerators.

The goals of HPD standards were to ensure, parallel debuggers satisfy the basic requirements of persons who develop applications for HPC systems, parallel debuggers be usable by those application developers, in the sense of easy to learn and easy to use, and parallel debuggers be consistent across platforms, so that users of one standard-conforming debugger can switch to another with little or no effort. The HPD standard addresses programs which are typically in parallel, which are written in one or more high level languages (FORTRAN, C and C++) and the programs which are meant for multiple nodes and architectures. This standard caters to both shared and distributed memory programming approaches. The debugging forum published their efforts on ‘High Performance Debugging Standards Effort’, capturing the standards guidelines for implementing High Performance Debuggers [6].

The HPD Forum sponsored by the Parallel Tools Consortium established three general goals for parallel and distributed debuggers. The HPDF recommendations are shown in Box 1.

- Satisfy basic debugging requirements of high performance computing application developers;
- Be usable – in the sense of easy to learn and easy to use – by these application developers;
- Be consistent across any platforms, so that users of one standard-conforming debugger can switch to another with little or no effort.

Box 1. HPDF Recommendations

B. Common Debugging Information Format

To allow the source level debugging of hybrid program applications on heterogeneous clusters, the debugging information must be embedded in the binaries. This allows the low level program debugger like, GDB (GNU Debugger) or LLDB (LLVM Debugger), to interpret and decipher the program information. The information embedded must be conforming to the open standards, so as the commonly available binary utilities can carry out the symbol interpretations. DWARF[36] debugging symbol

---

* High Performance Debugging Forum
standard is the most widely used and preferred debugging information format. Conforming the debugging information of hybrid programs, especially the program codes meant for heterogeneous accelerators, to DWARF debugging symbol would help the easy source level debugging of hybrid applications. Several researchers are working to address each of the goals with respect to multi-level hybrid parallel program debugging [24, 37, 38]. Our efforts are towards enhancing the widely accepted open source debugger to achieve the above goals for hybrid parallel programs on heterogeneous accelerator cluster.

V. OPEN SOURCE DEBUGGER FOR HETEROGENEOUS ACCELERATOR CLUSTER

With the emergence of OpenCL standard[13] after MPI and OpenMP, the hybrid parallel programs on latest heterogeneous multi-accelerator cluster use a combination of MPI, openMP, and OpenCL to have portability across vendor architectures. In Table 1, of section III, presently the accelerator manufactures are extending debugging support for their respective accelerator devices. Research organizations are trying to develop a comprehensive debugger for hybrid (MPI, OpenMP, OpenCL) parallel programs on heterogeneous multi-accelerator clusters.

Developing a complete debugger from scratch for a heterogeneous multi-accelerator cluster would be time consuming and requires huge effort. Instead, it would be better to extend an existing open source debugger to support the requirements of new generation HPC architectures to facilitate OpenCL kernel debugging. GDB and LLDB [39] are the most popular open source debuggers for sequential code debugging. These debuggers can be used to debug concurrent multi-process applications; by spawning multiple instances of the serial debugger at cluster nodes in a co-ordinated fashion to take on multitudes of processes of a parallel multi-process application[7]. Open source debuggers can also be extended to recognize new accelerator devices by adding support for new device architectures [40, 41].

In a hybrid parallel program the concurrent CPU processes can be debugged by attaching an instance of sequential debugger (say GDB) to each process. In accelerators the execution happens through multiple lightweight threads on tiny computing cores. A single host process in the application takes care of getting the computation done on an accelerator device. To carryout debugging on programs running on accelerators, the debugger must be able to control the individual or group of thread(s) of executions on the computing cores of an accelerator. In order to reduce the number of instances of sequential debugger spawned for debugging, it would be better to use the same process debugger to debug programs running on the accelerator device. Due to the difference in compute device architectures, the GDB used for debugging host process may not be capable of debugging the accelerator threads. Hence, the GNU Debugger need to be adapted to include debugging of accelerator devices.

Multi-level Hybrid Parallel Program Debugger - Features

The complexity of debuggers will increase in the case of multi-level hybrid parallel programs, due to the multiple processes and threads executing over heterogeneous hardware architectures, in addition to the conventional complexities in parallel programs, such as dead-lock, race conditions and improper communications. There have been no efforts in the last decade for addressing the standardization of High Performance Debugging tools for the accelerator devices. The hardware vendors have built their own proprietary debugging solutions for catering the specific platform and architecture level requirements.

The authors bring out the need to uphold the goals proposed by the HPDF towards realising the hybrid program debugger for heterogeneous multi-accelerator clusters. The design of a standardized open source debugger for heterogeneous accelerator cluster should support the following features, Portability, Scalability, Repeatability and Adaptability.

**Portability**: The debugger must provide a portable interface to accommodate varied hardware and software preferences of the application developers to visually carry out the debugging activity, irrespective of the underlying heterogeneity in operating systems and window managers. The efforts are being carried out, in such way that the interface part of the debugger will be portable across the multiple operating systems and window managers. Portable user interface toolkits are being used to ensure the portability of the debugger interfaces across multiple systems.

**Scalability**: Parallel applications exploiting the heterogeneous accelerators based HPC clusters scale to hundreds of threads and processes. Hence, the debugging software employed on these applications, must cater to scalability of the applications. The debugger must be able to intelligently group the set of processes and threads that are meant to be analysed for correctness. It should also issue respective instructions to proceed execution in a controlled environment. In the multi-level hybrid program debugger, processes and threads which are part of the hybrid HPC application being debugged can be grouped, to carryout debug activity for a selected set, and the respective debugging operations are applied to the running processes and threads without hampering the application execution. The number of processes and threads debugged in group can be scaled based on the requirements of the application developer.

**Repeatability**: The interface and result of the operations must stay consistent across multiple platforms being used, both in the case of the client and execution device platforms, irrespective of the operating systems and accelerators being used in the heterogeneous clusters.
Adaptability: Parallel programs can be written in multiple high level languages, like C/C++, FORTRAN. The hybrid program debuggers must adapt to the source level debugging of applications written in these high level languages, along with the accelerator specific parallel programming paradigms. HPC Systems and accelerator vendors also have their own debugging tools, which are specific to their architecture. Those tools may not be available in the open source domain. In such a scenario, the hybrid program debugger for heterogeneous cluster must be able to cater such requirements also. There shall be provisions to seamlessly plug-in third party debuggers to debug the vendor specific codes, so that the debugger can adapt to the hybrid programs of future proprietary accelerators and their programming paradigms.

VI. EXTENDING GDB TO ACCELERATOR LEVEL DEBUGGING

The key aspects of porting GDB to a new architecture in terms of providing ways to read the executable file for the new architecture, description of the Abstract Binary Interface, description of the physical architecture, and operations to access the debuggee program being executed on the new architecture[42].

Debugging a program running on a specific accelerator, GDB needs to understand the respective device architecture and the debugging symbols embedded by the compiler into the executable. To control the execution of the debuggee kernel the debugger must have access to the system calls and hardware support(such as trap flag). The accelerator vendors should provide hardware support and API’s which can be used by GDB to extend the debugger to accelerator threads.

To carry out source level debugging, GDB must understand the instructions and source code being executed on target accelerator hardware. Functional units of a GNU debugger are shown in the Fig 4. Major sections are, user interface section, symbol handling section, and target system handling section. The user interface section consists of interface modules for interacting with users. The symbol handling section composed of an interpreter for understanding debugging information, a unit for managing the symbol table, a section for parsing and understanding the programming language source code, and a type and value printing module. The target system handling section contains units to control program execution, analysing the stack frames, and unit for physical target manipulation. In this regard, compiler support must be enabled to generate the debugging symbols for the accelerator device hardware. Conforming to a common standard for the debugging symbols [43] would help the interpretation of device kernel source code and easier debugging on various accelerator devices.

Defining the target operations, within the GDB, for an accelerator device is essential for inspecting the runtime behaviour and instrumenting the instructions for controlling the execution of device kernel(s) on an accelerator device.

Figure 4. Functional Units of a GNU Debugger

A. Current Scenario in Debugging on Accelerators

Currently available accelerator device architectures are vendor specific, such as NVIDIA and AMD have their own proprietary tools and programming paradigms for their hardware devices. NVIDIA has extended the GDB to support debugging of CUDA kernels on their devices with CUDA-GDB. Analysis of the CUDA-GDB code[44] reveals that it uses the CUDA debugger API’s at the backend. Hence, target device operations, controls and interpreting the debug symbols are completely abstracted by the CUDA debugger APIs, as shown in the Fig. 5. Thus, this approach does not permit the development of a debugger, which supports OpenCL.

Figure 5. GNU Debugger extension for CUDA

CodeXL is a proprietary tool from AMD, and does not depend on GDB. CodeXL allows debugging of OpenCL kernel on AMD devices alone. It will not debug the same OpenCL kernel application on a NVIDIA GPGPU device. It also does not work on a multi-accelerator environment.
VII. CHALLENGES WITH GDB TO SUPPORT OPENCL ON ACCELERATORS

The primary challenges in achieving debugging of OpenCL based multi-level hybrid programs on multi-accelerator cluster with GDB are given below.

A. Challenges for GDB due to heterogeneous accelerator devices

Most of the accelerators are vendor specific devices. The challenges for GDB to debug applications executing on heterogeneous accelerator devices are the following:

1) Unavailability of information on executable binary

GPGPU vendors follow their own binary file format for the program code execution on the accelerator devices. The binary representation of the OpenCL kernel, that is meant for the accelerator’s computing cores are generated by the just-in-time compilers along with the device drivers provided by the concerned hardware vendors. This gives complete control for vendors of the accelerator hardware to restrict and relax certain features to paradigms of their interest. This imposes lock on options for analysing the binary code by the third party tools. Also, it limits the scope of performance optimization of OpenCL kernels on vendor specific accelerators. The binary format required for the devices must be made open so that the binary file reading utilities understand them.

2) Lack of details on device physical architecture

GPGPU accelerator device vendors protect the hardware internals to get an edge in the competitive market. But this limits lot of opportunities in making the hardware adaptable to multiple programming paradigms. The information provided on the architecture of most accelerators does not reflect the actual internal computing cores and memory architecture of the accelerator device. It is important for the debugging tools to understand the architecture of the device, to perform code analysis and controlling its execution. Lack of such information poses a greater challenge for implementing device architecture module for the GDB to support OpenCL debugging on a vendor specific hardware device. In a multi-accelerator cluster scenario, if the GDB is used for debugging a process which is a part of the OpenCL based parallel hybrid application, the code executing on the vendor specific accelerator will run without the control of GDB, due to the lack of information available on the accelerator device architecture.

3) Little or no debugging operations information available

GPGPU accelerator hardware vendors conceal the information on hardware level instructions that can be potentially harnessed to implement the debugging tools for applications running on an accelerator device. Knowledge of specific instructions available for inspecting the behaviour of a running instance of a program on an accelerator device is very important to analyse and find out the potential areas of errors or bugs creeping in an OpenCL kernel program. The information on instructions to control the execution of the kernel program, to keep check on the data flow, and also to read values being handled by the variables involved in the application algorithm are necessary to realise the debugging at runtime. This information is currently not available for open source community.

4) No common standard for debugging information

Most of the accelerator vendors embed the debugging symbols for their accelerator code for execution, using their own proprietary compilers and proprietary debugging symbol standard. This restricts the options of debugging, codes running on an accelerator, only to the vendor specific system tools. Unavailability of libraries or APIs to decipher information from such debugging symbols is a challenge for the developers, who wish to extend GDB for the new architecture. The uniformity for representing debugging symbols across multiple accelerator devices will ease the effort required by the developer to adapt the GDB for newer architectures, as well as to debug the code at source level, especially in OpenCL based hybrid parallel applications.

B. Challenges for GDB wrt multi-accelerator architecture

Apart from the implementation specific challenges, there are some more challenges that get added to a GDB based debugging solution, when it is considered for debugging OpenCL based hybrid parallel applications on multi-accelerator clusters.

1) Multiplicity of Processes and Threads

When an OpenCL based hybrid parallel application is launched for debugging on a multi-accelerator heterogeneous cluster, the number of processes and threads co-ordinated by a debugging tool will be extremely high. It would nearly impossible to put all the outputs of interactions and execution of threads and processes to be shown on the single interface. This creates greater challenges for grouping and selectively handling the communication and execution of desired, processes and threads, as per the user demands, in real-time.

2) Localizing the error across multiple threads of execution

In order to selectively show the desired group of processes and threads of execution in a hybrid parallel program, the potential areas of errors or bugs need to be analyzed well by the application user. The intelligent grouping of processes can be realized with the stack trace analysis of the previous run. But, there are many challenges in realizing the method for pin-pointing probable area for debugging, in a heterogeneous cluster environment. The stack trace must be able to capture the specific device level execution and process or thread identity information, so that the area of error in the code during the previous execution can be tracked down. The core specific thread trace information are not directly available from most the accelerator devices, which again limits the capability of the debugger in localizing potential areas of bugs.
3) Minimizing the number of GDB instances

Due to the multitudes of processes and threads involved in an OpenCL based hybrid parallel application, any increase in the number of non-contributing processes for the application, will create a performance overhead. Methodologies need to be adopted to decide the optimum number of debugger instances to handle the debugging activities. This shall be accomplished by intelligently localizing the potential area and selecting the specific group of processes and threads for the purpose of debugging.

VIII. WORKAROUNDS FOR MULTI-LEVEL HYBRID PROGRAM DEBUGGING ON HETEROGENEOUS CLUSTER

In this section the authors briefly present some of the alternate solutions possible for debugging OpenCL based multi-level hybrid programs on heterogeneous accelerator clusters, till the vendor specific restrictions are solved. The approaches given below may not consider the performance aspects when compared to the debugging of the OpenCL kernel on real accelerators cores.

A. Debugging OpenCL Kernel Threads on Host

The details of proprietary architecture, instructions, binary and debug symbols are not revealed for open source community usage. In order to carry out debugging of the processes that run codes on accelerator devices, the respective codes shall be made to run on CPU(s) available to achieve the same functional operations. OpenCL drivers for CPUs can be deployed and enabled to compile the functional code to run on CPUs.

The OpenCL specific drivers for CPUs help the OpenCL kernel for an accelerator device, in a hybrid parallel application, to run on the CPU(s) without actually modifying its source code. OpenCL kernels can be debugged if they are made to run on the CPUs, instead of the GPGPUs, using the GDB itself. Considering the vastly differing architecture of CPUs and Accelerators, it is impractical to run thousands of threads on the host without suffering a massive performance set back. The above approach may not be an apt one for debugging OpenCL kernels in a performance point of view.

B. Exploiting Device Emulators

Emulators are available to provide a virtualized accelerator device, even if the actual hardware is not physically attached to the system. These emulators allow execution of the device specific codes, in a similar fashion as in the physical hardware. Obviously, it comes at a price of performance overhead. Emulators also capture information for analyzing and debugging the program execution. This help in debugging functional errors in the application, even though it may not exactly represent the dynamic behaviour of the application when it runs on an actual device. Attaching such emulators to the debugging framework for the hybrid applications, can help to debug the device specific codes in the heterogeneous clusters.

The OpenCL Emulator-Debugger (ocl-emu) is an open source project from AMD that allows compilation and debugging of OpenCL kernels as C++ procedures.

C. Post Morten Analysis

This method involves identifying the potential variable(s), for which the value(s) need to be captured and analysed as shown in Fig. 6. Once the variable is identified, instrumentation of the OpenCL kernel code as well as the host code for sampling the value of the variable under consideration is carried out, without hampering the application algorithm. During the execution of the OpenCL kernel code these value(s) of the variable(s) under analysis are captured and stored. These values are analysed separately upon the termination of the code execution on the target device. Even though this method cannot be treated as a direct replacement of real-time debugging, this would help application developer analyse the potential erroneous values crept in the application during the course of execution.

IX. SUGGESTIONS FOR HETEROGENEOUS CLUSTER DEBUGGER

With the workarounds suggested in Section VIII, an open source debugger solution can be provided for multi-level hybrid parallel programs. However, developing a standardized high performance debugger for heterogeneous multi-accelerator cluster architectures has several engineering issues in scalability and usability. The multi-level HPD should be - scalable, capable of coordinating large number of processes and threads, and provide a rich user interface. The debugger shall be designed to debug applications spanning across large number of cores, supported by different accelerators. As the number of processes & threads increases, debugger should control the execution of processes and coordinating the debugging operations, without overloading the CPU & Memory. A rich user interface is required to allow the user to carryout interactive debugging on processes and threads at a large scale. Co-ordinating several concurrent debugging windows at the interface client systems and processes execution is essential for easy debugging. Provisioning the processes and threads in groups for selective debugging is essential for handling the scale. Presenting the debugging information of large number of processes and threads, without much effort.
on the user end, is another key feature for high performance debuggers.

X. CONCLUSION

Petascale systems use multiple heterogeneous accelerators to improve the performance to power ratio. Currently there is no single debugger that supports different types of accelerators. It is useful to have a generic heterogeneous accelerator cluster debugger, conforming to the extended HPDF standards for multi-level hybrid programs on heterogeneous multi-accelerator clusters. Considering that the OpenCL is evolving as a standard, it is useful to develop a MPI-OpenMP-OpenCL application debugger that can work on heterogeneous accelerator cluster architectures. The authors presented the challenges of extending open source debugger for hybrid parallel programs on heterogeneous accelerator clusters and suggested the possible workarounds to solve the problem till the vendor specific restrictions are solved. Co-ordinated efforts from the open source community researchers & hardware vendors are necessary to bring out a unified debugger framework for enabling easy development of parallel hybrid applications.
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